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In the paper, we investigated the solvability of nonlinear optimization problem, where re-

quired to minimize the functional

J [u(t)] =

∫
Q

{[V (T, x)− ξ1(x)]2 + [Vt(T, x)− ξ2(x)]2}dx+ β

∫ T

0

p2[t, u(t)]dt, β > 0,

on the set of solutions of the boundary value problem

Vtt − AV = λ

∫ T

0

K(t, τ)V (τ, x)dτ + g(t, x), x ∈ Q ⊂ Rn, 0 < t ≤ T,

V (0, x) = ψ1(x), Vt(0, x) = ψ1(x), 0 < x < 1,

ΓV (t, x) ≡
n∑

i,j=1

aij(x)Vxj(t, x)cos(δ, xi) + a(x)V (t, x) = b(t, x)p[t, u(t)], x ∈ γ, 0 < t ≤ T,

where Q is a region of the space Rn, with γ boundary, ξ1(x) ∈ H(Q), ξ2(x) ∈ H(Q),

ψ1(x) ∈ H1(Q), ψ2(x) ∈ H(Q), K(t, τ) ∈ H(D), D = {0 ≤ t ≤ T, 0 ≤ τ ≤ T},
g(t, x) ∈ H(QT ), QT = Q × (0, T ), b(t, x) ∈ H(Qγ), Qγ = γ × (0, T ) are known functions;

AV (t, x) =
∑n

i,j=1

(
aij(x)Vxj(t, x)

)
xi
−c(x)V (t, x) is an elliptic operator; a(x) ≥ 0, c(x) ≥ 0 are

known measurable functions; p[t, u(t)] ∈ H(0, T ) is a given function, which depends nonlinearly

from the control function u(t) ∈ H(0, T ) nonlinearly and satisfies the condition pu[t, u(t)] 6= 0;

λ is a parameter, T is a fixed moment of time; H(X) is a Hilbert space of functions defined on

the set X; H1(Q) is a first order Sobolev space.

• The algorithm for constructing generalized solution of the boundary value problem was

developed and the convergence of approximate solutions was proved;

• The optimality conditions of control was found by the maximum principle for systems

with distributed parameters in the form of equality and differential inequality. The

algorithm was developed for constructing solution of nonlinear integral equation of the

optimal control;

• Solution of optimization problem was obtained in the form of the triple(
u0(t), V 0(t, x), J [u0(t)]

)
, where u0(t) is the optimal control, V 0(t, x) is the optimal

process, J [u0(t)] is the functionals minimum value.
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