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Abstract: We shall consider the next problems in a real Hilbert space H:

max(or min)x∈Af(x), (1)

where f : H → R is a continuous function, A ⊂ H is a closed convex bounded subset.
Theorem 1 ([1]). Suppose that a set A ⊂ H is strongly convex of radius r > 0, a function
f : H → R has the Lipschitz continuous gradient on the set A with constant C > 0, r < m

C
.

Then the for any initial point x0 ∈ ∂A the iteration process

xk+1 = arg max
x∈A

(f ′(xk), x), k = 0, 1, 2, 3, . . . ,

converges to the (unique) solution z0 ∈ A of the problem (1-max case) with the rate of
geometric progression with common ratio q = rC

m
< 1: ‖xk+1 − z0‖ ≤ q‖xk − z0‖, for all k.

Theorem 2. Let A ⊂ H be a proximally smooth subset with constant of proximal smooth-
ness R > 0. Let f : H → R be a strongly convex function with constant of strong convexity
κ > 0. Let α ∈ R, Lf (α) ∩ A 6= ∅ and the function f has the Lipshcitz continuous gra-
dient with constant L > 0 on the set Lf (α). (Here Lf (α) = {x ∈ H | f(x) ≤ α}). Put
m = sup

x∈Lf (α)

‖f ′(x)‖. Suppose that m
{ < R. Then for any initial point x0 ∈ A ∩ Lf (α) the

iteration process xk+1 = PA (xk − tf ′(xk)) , t =
{−m

R

L2−{m
R

, converges to the unique solution

z0 ∈ A of the problem (1-min case) with the rate of geometric progression with common
ratio

q(t) =
R

R− tm

√
1− 2tκ + t2L2 ∈ (0, 1), t =

κ − m
R

L2 − {m
R

. (2)
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